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Abstract: Patients with age-related visual loss suffer reduced ability to recognize faces and other scenes in photographs and on television. Recently, progress has been made in image enhancement, using controlled distortion of digitally stored images that increases their usefulness in particular applications. Described are two approaches to image enhancement for the visually impaired. In one approach, the visual losses that characterize individual patients and disease classes are described using detailed measurements of visual degradation transfer functions, which are profiles of loss of image information at various spatial scales. The particular distortion used for image enhancement is then adjusted to the impairment of the individual patient or disease class. A second approach takes advantage of the resemblance between the visual losses of many patients and the degradation of picture information in other applications due to external limitations (e.g., fog and haze) on photography. Several enhancement algorithms have been found useful with such images and may also improve picture recognition by the visually impaired.

Interest in the importance and value of pictures to visually impaired people is increasing. For example, a photography manual for visually impaired people was written by a legally blind professional photographer (Covington, 1981); a conference on photography as an aid to the visually impaired was held in Cambridge, Massachusetts (Photography, 1983); and several museums have started using large black-and-white photographs to facilitate access to museums for visually impaired patrons (Kennedy, 1983). The production of black-and-white, high-contrast photographic prints of original artifacts or of color photographs is an example of image enhancement. These photographic techniques and other simple measures, such as cutting a photograph along major contour lines and mounting it on a contrasting background, have been applied for many years in the large print edition of Reader's Digest. However, most other large print publications avoid photographs and images of any kind.

Computerized image enhancement offers improved possibilities for those with low vision to perceive pictures in various settings and dramatically extends the limited attempts described above. For example, this technique could be used to enhance photographs before they are printed in publications; to enhance television images from either a central broadcasting location or the patient's own receiver, providing a service similar to captions for the hearing impaired; or to supplement video cassette recorders (VCRs) and closed-circuit TV (CCTV) systems. In the future, it should also be possible to process pictures from a head-mounted CCTV system to aid mobility. Further, image enhancement is considered essential for implementing cortical visual prostheses (Stockham, 1971), and the knowledge acquired in applications for low vision patients may be valuable for the design of such prostheses.

Computerized image enhancement techniques include various processes that can improve the visual appearance of the image or convert the image to a form more suitable for analysis by human observers. Usually, the image is actually distorted in a way that will facilitate extraction of some predetermined aspect of the image; for example, enhancing the edges of images makes them more pleasing to observers with normal vision (Pratt, 1978).

Representation of Images in Computers

Computer enhancement of images requires that the images be available to the computer as an array of numbers. Video photography is one common method of acquiring images. The image of the scene falls on the sensors of the camera, and local light intensities are converted into a series of analog electrical signals. The signals are sampled and digitized to produce an i x j two-dimensional array of numbers corresponding to light levels in the image. At each sampled location (called a picture element, or pixel), intensity is represented by one of 2^n numerical values corresponding to gray levels (where n is the number of computer "bits" required to represent all those values). The required i, j, and n depend on the intended use of the picture. Resolution that is too low results in lost information and objectionable distortion (Figures 1, 2). Unnecessarily high resolution wastes memory and processing time. For example, a 512 x 512 pixel image with 256 gray levels/pixel requires 262,144 bytes of storage, and each pixel-by-pixel calculation involved in enhancement must be done 262,144 times. A 128 x 128 image with 16 levels requires only 6,144 bytes of storage and 16,384 operations to do the same calculation.

For normally sighted observers, line drawings and graphs require high spatial resolution.
Figure 2. The image from Figure 1 displayed at reduced resolution. a: 128 x 128. b: 64 x 64. c: 32 x 32. d: 16 x 16. Note that the girl can be identified in d if one blurs one's own vision by removing glasses or squinting eyes when looking at the image.

resolution but only two intensity values. Satisfactory news photographs can be presented with as few as 128 x 128 pixels and 32 gray levels, but high-quality photographs for artistic or technical work may require 1,024 x 1,024 pixels and 1,024 gray levels (Figures 1, 3). On the other hand, under some conditions, photographs of faces can be recognized with remarkably little information (Harmon, 1973). Subjects can accurately identify one of a small set of faces from a picture with only 16 x 16 pixels and only 8 gray levels. Furthermore, severe optical blur, sufficient to obliterate all but the coarsest details of head, shoulder, and hairline shape, still allows far better than chance identification.

Image Enhancement Techniques
Image enhancement techniques may be classified into three major groups: contrast manipulation or rescaling, spatial filtering (usually by some form of high-pass filtering), and pseudocolor coding.

Contrast manipulation or rescaling
A common problem of photographic and video images is low contrast resulting from reduced brightness range. Image contrast may often be improved by rescaling the image to use the full range of the display medium. This can be done photo-

graphically (by changing the gamma), but is simpler and more reproducible by use of a computer (Pratt, 1978). Improving contrast is useful for observers with normal vision when they study such reduced-contrast images as medical x-rays or satellite images of earth. Increasing image contrast of better quality may make them more usable to partially sighted observers whose contrast sensitivity is generally reduced (Brown, 1981).

The simplest rescaling technique involves redistributing the image gray levels to cover the full gray-level range available in the display (Figures 4a, b). In a similar technique, the gray levels are stretched over a range larger than the display range, and the extreme brightness values are clipped to the maximum and minimum limits. The rescaling does not have to be a monotonically increasing function. For example, reversing contrast may enhance some images, whereas others may benefit from a "sawtooth" transformation in which various subregions of the original images are mapped to the full display range, resulting in stronger local contrast variations as well as contrast reversals (Figure 7c). An even more nonlinear operation may include

Figure 3. The image from Figure 1 displayed with reduced number of gray levels. a: 1-bit (2 levels) presentation. b: 2-bits (4 levels). c: 3-bits (8 levels). d: 4-bits (16 levels). For 5-bits and more, the image is indistinguishable from the original 8-bit image.
Figure 4. Histogram modification techniques. 

- **An original satellite scan of San Francisco Bay.** The image is flat and therefore has a narrow histogram of gray levels.
- **Image rescaled to the full range of the display.**
- **Histogram equalization of the image in a.** The gray level histogram of this image is almost flat.
- **Histogram hyperbolization of the same image resulting in less blooming of bright areas and more visible details.**

Figure 5. Various enhancement techniques applied to the image of a girl’s face. 

- **The original continuous tone image.**
- **A two-level presentation of continuous tone image using adaptive thresholding.** The improved visibility of the processed image may be demonstrated by looking at the two images through a thin tissue paper to simulate corneal or lenticular diffusion.
- **The image in a process with extremum sharpening algorithm.**
- **The same image enhanced with adaptive filtering.** The parameters were adjusted to enhance maximally at dark areas of the image to delineate the details of the girl's hair.

Selecting a specific subrange of gray levels and setting the pixels within this range to a new, usually extreme, value.

- **Histogram equalization and hyperbolization.** The gray levels histogram representing the frequency of appearance of each gray level in the image is an important measure of image quality (Pratt, 1978). The gray levels histogram of many photographs is not only narrow but is usually highly skewed toward dark levels. In such photographs, fine details are difficult to observe in the darker regions of the image. This kind of image may be enhanced by a different operation that provides an image with a histogram in a more desirable form. One such technique transforms the image's histogram into a uniform (flat) histogram (Hall, 1974). With this histogram equalization technique, bright regions in the original image often become extremely bright in the enhanced image, resulting in loss of detail and contrast (Figure 4c). Another technique, histogram hyperbolization, forces the enhanced image's histogram into a hyperbolic form. This modification reduces the possibility of blooming and loss of details in bright regions of the image. This technique was postulated to be matched to the logarithmic response of the retinal receptors in such a way that the histogram equalization will actually occur after the initial retinal processing of the image (Frei, 1977) (Figure 4d).

- **Thresholding.** Thresholding, an image processing technique that is not commonly considered an enhancement technique, may serve as such, especially for visually impaired individuals. Thresholding is the method of transforming an image into a binary image (i.e., an image with only two levels—black and white). These transformations usually serve as an information-compressing technique; reducing the number of gray levels in the image reduces the amount of information that must be transmitted over any medium of communication. Such information reduction increases the speed at which the image can be transmitted and significantly reduces...
the cost of the transmission. This property is especially important for video conferencing via satellite transmission. The binary image has high contrast, and if it maintains the original image's information in a satisfactory way it may be a useful enhancement technique for visually impaired viewers. Thresholding an image may be performed in various ways. The simplest way is to choose a single gray level and set any pixel with higher level to 255 (white) and every pixel with less than the threshold to 0 (black). However, in many cases no threshold value that will give a binary image of sufficient detail and clarity can be found. Therefore, techniques using variable and adaptive (Chow & Kaneko, 1972; Jarvis & Roberts, 1976) thresholds that change across the image as a function of local image properties are often needed. Figures 5a and b illustrate examples of images thresholded with such an adaptive technique.

Image enhancement by spatial filtering. Peli and Peli (1984) proposed a general preemphasis model of image enhancement for the visually impaired. This type of model is commonly used in analysis of communication systems. When the channel effect on signals (i.e., the channel transfer function) is known, the signal can be processed before being fed into the channel in a manner that will compensate for the effects of the channel (i.e., preemphasized) (Carlson, 1974).

In the visual system, the image presented to the eye is transformed by the contrast sensitivity function (CSF) to yield the perception (Figure 6a). In the low vision observer, the degradation of the image, whether optical, retinal, or neural in origin, may be described by another function of spatial frequency—the visual degradation transfer function (VDTF) (Peli & Peli, 1984). The VDTF represents the effect of the channel on the image before basic transformation by the CSF (Figure 6b). The preemphasis process therefore involves filtering the image with a filter that is the inverse of the VDTF (Figure 6c).

The threshold CSF data obtained from low vision patients may be converted to VDTFs. The VDTF of any patient is obtained by dividing the CSF of a normal eye into the measured CSF of the low vision eye (Peli & Peli, 1984). VDTFs may be classified into at least two groups: a low-pass filter VDTF (for cataract patients) (Hess & Woo, 1978; Hess & Carney, 1979), and a low-pass filter with significant intermediate frequency suppression (for macular disease) (Ginsburg, 1981; Loshin & White, 1984).

Direct preemphasis approach will involve application of the appropriate filter either on a patient-by-patient basis or by patient classification in terms of the images presented. We are currently evaluating this approach. However, because most VDTFs that can be calculated from patients' CSFs represent high-frequency loss, a number of general high-pass image filtering techniques may also be valuable. These techniques include unsharp masking, extremum sharpening, and adaptive filtering. Their main advantage over direct preemphasis is that they require significantly fewer calculations per image and thus may be implemented more quickly on the computer. These techniques may be implemented in "real time" to process and enhance video images at the rate they are received at the television set with current technology.

- Unsharp masking is a technique commonly used in photography to enhance edges (Pratt, 1978). A positive, optically blurred transparency is made, and the final print is obtained by exposing the paper through both the original negative and through the blurred mask superimposed on it. This process has two effects: first, it results in overshooting edges (Mach Band-like effect) which make the image look sharper, and second, the masking reduces the overall brightness changes across the image, leaving more of the dynamic range for local high-frequency changes. Using the computer, this can be achieved easily either by simple calculations or by digitizing the image into two parallel memory planes, one with normal resolution and the other with low resolution (analog to the optical blur), and subtracting the latter from the former. The relative weight given to each component can be easily controlled, and the full display range may be used by rescaling the result of the subtraction.

- Extremum sharpening is a local operation that de-blurs or sharpens images. It has been applied successfully in processing biomedical images such as blood cells (Lester, Brenner, & Selles, 1980). The computer assigns to each image point a new value that depends on the neighboring points within a given window. Each point receives the value of the level of either extreme, the brightest or the darkest, in that window that is closer to the original gray level of the point. If the algorithm is applied repeatedly to the same image, it tends to consolidate regions of equal density and mask underlying texture and at the same time sharpen the border between such regions. Figure 5c illustrates an example of the result of a single application of extremum sharpening.

- Adaptive filtering was developed for images degraded by cloud cover or shadows (Peli & Lim, 1982). The adaptive nature of the algorithm is the result of changing the processing parameters at every image point on the basis of local image brightness. The image is first separated into spatial low- and high-frequency components. The low-frequencies component is obtained by calculating for each pixel the average brightness level found in a small window around it. The high-frequencies component is obtained by subtracting the

![Figure 6. Schematic presentation of the spatial filtering preemphasis model for image enhancement. a: System diagram representing the role of CSF in spatial perception. F(x,y) represents the input image. b: Effect of the visual degradation transfer function (VDTF) on the spatial perception of low vision patients. The VDTF is the ratio of CSF of low vision eyes to CSF of normal eyes. c: Compensation for the effects of the VDTF is theoretically possible with application of a preemphasis filter (I/VDTF) to the image before it is presented to the patient.](image-url)
Figure 7. Enhancement of the San Francisco cable car scene. a: Original image. b: Adaptive filtering to enhance high-frequency content of the image in a. Note the visibility of the car number, the faces of the passengers, and the details in the far background. c: "Saw-tooth" enhancement of the same image by scaling the gray levels of the image four times into the full display range.

low component from the original image. The high-frequencies component is amplified, the amount of amplification being dependent on the local low-frequencies content in a way chosen by the operator. For example, it is possible to enhance the high frequencies more in very bright sections of the image than in darker sections. The final local luminance level may also be modified in any way to achieve more or less overall change in brightness across the image. The two modified components are then added to produce the final image (Figures 5d, 7b). Peli and Peli (1984) suggested implementing this method of image enhancement for the visually impaired and found it helpful when tested with optically simulated cataractous vision (Figure 8).

Image enhancement by pseudocolor recoding. In pseudocolor coding, a widely used image enhancement technique, gradations of intensity are presented as gradations of hue, which takes advantage of the human visual system's sensitivity to hue differences. Small intensity differences not visible in black-and-white images are often visible when displayed as color differences in such pictures. Common applications are surface and satellite infrared photographs showing heat distributions. The usefulness of pseudocolor recoding for low vision applications is unknown. One disadvantage of the technique is the necessity of learning to see the recoded patterns. Gradient information is presented in relatively unfamiliar ways.

Summary

Video and computer technology applications for low vision patients have been concentrated on processing of textual data only (Stockham, 1971). Image enhancement is a fast-growing branch of the new field of computerized image processing. The techniques being developed in this field, in combination with analysis of spatial vision with the CSF, promise to offer new possibilities for the partially sighted. We are currently exploring these possibilities in a study testing the benefits of image enhancement based on CSFs in face and scene recognition.
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$500,000,000 OF RESEARCH HELPED CLIFF SHAW PLAY BASEBALL AT AGE 85.

In November 1973, Cliff Shaw was stricken with cancer. Fortunately, it was detected early enough. And with surgery, Cliff was able to continue living a healthy, active life. There was a time when such a diagnosis was virtually hopeless.
But today, cancer is being beaten. Over the years, we've spent $500,000,000 in research. And we've made great strides against many forms of cancer.
With early detection and treatment, the survival rate for colon and rectal cancer can be as high as 75%. Hodgkin's disease, as high as 74%. Breast cancer, as high as 90%.
Today, one out of two people who get cancer gets well. It's a whole new ball game.

AMERICAN CANCER SOCIETY®
Help us keep winning.